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A B S T R A C T
The purpose of the article is to present the method for forecasting one of the three 
categories of exploitation costs, i.e., operational costs. The article analyses the available 
subject literature discussing the methods of measuring operational costs used in the 
LCC analysis. The presented method for forecasting operational costs of technical 
objects applies econometric modelling, probability distributions and certain elements 
of descriptive and mathematical statistics. The statistical data analysis was performed 
using the functions and commands available in Microsoft Excel. Weibull++ application 
was also used for constructing probability distributions for random variables and 
verifying hypotheses. The method was tested on eight single-mode railbuses, operated 
by one of the regional railway companies providing passenger transport. An ex-post 
relative forecast error was used to measure the level of accuracy of the operational 
cost forecast. The analysis of the compliance between forecasted cost value and the 
actual costs showed extensive convergence as evidenced by the level of estimated 
relative errors. In forecasting the operational costs of railbuses, the average error was 
approx. 2.9%. The presented method can, therefore, constitute the basis for the 
estimation of both operational costs and exploitation costs, which represent an 
important cost component considered when assessing the profitability of purchasing 
one of the several competing technical objects offered by the industry. 
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Introduction

Operational costs of a technical object1 , i.e., the 
costs incurred in the course of operation (use) of an 
object, represent one of the three categories of exploi-

tation costs (service life costs). In addition to opera-
tional costs, exploitation costs of an object cover 
(Adamkiewicz, 1983; Dietrich et al., 1999; PN-EN 
60300-3-3, 2001):
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•	 damage costs including, e.g., costs of restoring 
the object’s serviceability (in other words repair 
costs, corrective maintenance costs), penalties 
resulting from the object’s unavailability for 
operation and the loss of revenues caused by the 
unplanned interruption of operation;

•	 preventive maintenance costs, which include the 
costs of performing preventive maintenance ser-
vices (inspections and the related repairs) and 
also, if necessary, the loss of revenues resulting 
from the planned interruption of operation.
The exploitation costs of a technical object, along 

with the costs of its acquisition and decommission-
ing, represent life-cycle costs (Legutko, 2004; PN-EN 
60300-3-3, 2001; Woropay, 1996). Experience shows 
that exploitation costs are 2 to 20 times higher than 
the acquisition costs of the object (Kowalski et al., 
2007; Ryan, 1968). Therefore, the exploitation costs 
should remain the primary subject of analysis while 
performing a comparative assessment of the alterna-
tive purchase solutions.

The article addresses the role of operational costs 
in the analysis of life-cycle cost (LCC). It discusses 
methods for estimating operational costs of technical 
objects, most commonly used in practice and sug-
gested in the subject literature. Also, it presents  
a method for forecasting the operational costs of  
a technical object. Single-mode railbuses operated by 
one of the regional railway companies providing pas-
senger transport were chosen as the research object. 
The method was tested to verify its practical applica-
bility when estimating the operational costs of an 
object.

1. Literature review 

The conducted analysis of the available publica-
tions, discussing the LCC analysis, shows that:
•	 the basic components of operational costs cover 

the costs of energy consumption (e.g., fuel, die-
sel) and also the labour costs of employees using 
the object;

•	 the basic parameters2  of operational costs 
include the costs of human labour per unit of 
time, the number of people using the technical 
object, the purchase price of an energy unit and 
energy consumption per time unit;

•	 the average unit parameter values resulting from 
the analysis of previous years are adopted in the 
calculation of operational costs; 

•	 operational costs depend on the value of the 
technical object readiness index;

•	 operational costs are calculated on an annual 
basis and next multiplied by the number of years 
of the object operation or for the entire life cycle 
of the technical object;

•	 the operational costs of a technical object are 
estimated based on constant prices or a discount 
coefficient, which considers the fluctuations of 
money value over time.
Operational costs, in simplified terms, can be 

calculated as the sum of values of two components, 
i.e., energy consumption costs (e.g. fuel, diesel) and 
the costs of human labour:

2 The cost parameter is defined by mathematical formulas containing functions and constant values. The parameter cannot represent the 
sum of other costs (Szkoda, 2007).

𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢��� = 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� + 𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢
𝑝𝑝𝑝𝑝���         (1) 

while: 
𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� = 𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒𝑧𝑧𝑧𝑧����� ∙ 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒����        (2) 

where: 
𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢��� — average cost of a technical object operation per 
time unit, 
𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� — average energy cost per time unit, 
𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢
𝑝𝑝𝑝𝑝��� — average labour cost of the personnel using the 

technical object per time unit, 
𝑘𝑘𝑘𝑘𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒𝑧𝑧𝑧𝑧����� — average purchase price of energy unit, 
𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑒𝑒𝑒𝑒���� — average energy consumption per time unit. 

Kumar, Chattopadhyay and Pannu (2004) 
proposed to consider the readiness of a technical 
object in addition to specifying the aforementioned 
two components of the operational cost. The formula 
for operational cost estimation in the n-th time unit 
should have the following form: 

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈 = 𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺 ∙ 𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸 ∙ 𝑘𝑘𝑘𝑘𝑢𝑢𝑢𝑢���             (3) 
while: 

𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺 = 𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚�����

𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑚𝑚𝑚𝑚�����+𝑐𝑐𝑐𝑐𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛
𝑝𝑝𝑝𝑝�����                     (4) 

where: 
𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈  — operational costs of a technical object in the n-

th time unit, 
𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺  — the technical object readiness index, 
𝐶𝐶𝐶𝐶𝐸𝐸𝐸𝐸  — exploitation period (service life) of a technical 

object per n-th time unit; exploitation period 
can be expressed by, e.g., mileage, number of 
hours of operation, calendar time, clock time, 
etc., 

𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑚𝑚𝑚𝑚���� — average time between the failure of a technical 
object caused by corrective or preventive 
maintenance,  

𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
𝑝𝑝𝑝𝑝����— average downtime of the object operation 

caused by the need to perform corrective or 
preventive services. 

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = 𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 ∙ 𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺           (5) 
while: 

𝑊𝑊𝑊𝑊𝐺𝐺𝐺𝐺 = 𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝑑𝑑𝑑𝑑�����

𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝑑𝑑𝑑𝑑�����+𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜

𝑝𝑝𝑝𝑝�����                          (6) 

where: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 — operational costs incurred during the life cycle 

of the technical object, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 — purchase price of the object, 
𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑑𝑑𝑑𝑑���� — average time of operation till failure, 
𝑐𝑐𝑐𝑐𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜
𝑝𝑝𝑝𝑝���� — average downtime of the object caused by its 

failure.  
It is worth adding at this point that — depending 

on the type of an object — the cost of energy 
consumption is measured in different ways. For 
example, the standards O-CR-001 (Norsok Standard, 
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example, the standards O-CR-001 (Norsok Standard, 

It is worth adding at this point that — depending 
on the type of an object — the cost of energy con-
sumption is measured in different ways. For example, 
the standards O-CR-001 (Norsok Standard, 1996a) 
and O-CR-002 (Norsok Standard, 1996b) provide 
formulas for calculating energy by the devices in 
which the power demand is constant and independ-
ent of production, whereas the studies by Dhillon 
(1989) and Monteith (1984) present the cost estima-
tion method of fuel consumption for an aircraft and 
an engine. 

In many scientific papers and publications 
addressing the LCC analysis (e.g., Bernat & Zieliński, 
2006; Bonca & Sieniuc, 2005a, 2005b; Cieślak, 2008; 
Koniszewski et al., 2009; Palka-Wyżykowska, 2008;  
Szul, 2011; Hydraulic Institute or Europump, 2001;  
Świderski, 2003; Kutut et al., 2008; Man et al., 2011) 
the exploitation cost is the same as the cost of energy. 
In the LCC analysis, these costs are perceived as fixed 
over time. In fact, however, their level depends, e.g., 
on the method of using technical objects and the 
habits of their users, as well as energy prices within 
the calculation period. Energy costs in the LCC 
analysis are determined at the end of each year’s 
forecast. These costs are either discounted (Bernat  
& Zieliński, 2006; Cieślak, 2008; Koniszewski et al., 
2009; Szul, 2011; Pasierb et al., 2008; Świderski, 2003;  
Hydraulic Institute or Europump, 2001) or not 
(Bonca & Sieniuc, 2005a, 2005b; Palka-Wyżykowska, 
2008; Pasierb et al., 2008) against the base year of the 
analysis.

2. Methodological approach

The conducted investigation, which followed 
after collecting and organising information on cost 
estimation of a technical object operation, resulted in 
a proposal to use the calculation procedure consisting 

of eight stages for cost forecasting (Fig. 1). The 
method estimates cost parameters, using the central 
tendency values and the values of lower and upper 
quantiles, which allows estimating costs in three vari-
ants: the expected (e.g., modal), the optimistic and 
the pessimistic.

1996a) and O-CR-002 (Norsok Standard, 1996b) 
provide formulas for calculating energy by the 
devices in which the power demand is constant and 
independent of production, whereas the studies by 
Dhillon (1989) and Monteith (1984) present the cost 
estimation method of fuel consumption for an 
aircraft and an engine.  

The procedure starts with defining the division 
structure of an operational cost, i.e. the cost 
components and the included parameters. The 
operational cost structure is described by the 
following correlation: 

𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = 〈𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴,𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴〉                         (7) 
where: 
𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴 — the set of operational cost components, 
𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎  — 𝑎𝑎𝑎𝑎-th operational cost component, where 𝑎𝑎𝑎𝑎 =
1,2, … ,𝐴𝐴𝐴𝐴, 
𝐾𝐾𝐾𝐾𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴  — the set of parameters assigned to the set of 
operational cost components, 
𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎  — 𝑏𝑏𝑏𝑏-th parameter of 𝑎𝑎𝑎𝑎-th operational cost 
component, where 𝑏𝑏𝑏𝑏 = 1,2, … ,𝐵𝐵𝐵𝐵. 

The second stage consists of defining the same 
length (span) of time intervals, ∆𝑡𝑡𝑡𝑡1 = ∆𝑡𝑡𝑡𝑡2 =. . . =
∆𝑡𝑡𝑡𝑡𝐷𝐷𝐷𝐷, while 𝑑𝑑𝑑𝑑 = 1,2, … ,𝐷𝐷𝐷𝐷, where 𝑑𝑑𝑑𝑑 stands for the time 
interval number, whereas 𝐷𝐷𝐷𝐷 represents the number 
of intervals. The range span is the difference between 
the upper 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑 and lower 𝑡𝑡𝑡𝑡𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 time interval value. The 
range is bounded top, with the upper limit in the 
given range being the same as the lower limit of the 
next range. 

The third stage of the method covers calculating 
the mean value of the 𝑏𝑏𝑏𝑏-th parameter included in the 
𝑎𝑎𝑎𝑎-th operational cost components for the 𝑑𝑑𝑑𝑑-th time 
interval. The estimated mean values of the parameter 
are assigned at the upper limits of the 𝑑𝑑𝑑𝑑-th time 
interval, i.e., 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑. 

The fourth stage of the method is focused on 
analysing the correlation occurrence between time — 
𝑌𝑌𝑌𝑌 and the mean values of the 𝑏𝑏𝑏𝑏-th parameter of the 
𝑎𝑎𝑎𝑎-th operational cost component calculated in the 𝑑𝑑𝑑𝑑-
th time intervals — 𝑋𝑋𝑋𝑋. For this purpose, the 
correlation coefficient estimator 𝜌𝜌𝜌𝜌 can be used 
between the two examined attributes in the 
population, i.e., the correlation coefficient from the 𝑟𝑟𝑟𝑟 
sample (Greń, 1982):  

𝑟𝑟𝑟𝑟 = ∑ �𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑−𝑥̅𝑥𝑥𝑥�⋅�𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑−𝑦𝑦𝑦𝑦��𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑=1

�∑ �𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑−𝑥̅𝑥𝑥𝑥�⋅∑ �𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑−𝑦𝑦𝑦𝑦��𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑=1

𝐷𝐷𝐷𝐷
𝑑𝑑𝑑𝑑=1

                  (8) 

where: 
𝑥𝑥𝑥𝑥𝑑𝑑𝑑𝑑  —  𝑋𝑋𝑋𝑋 variable value, i.e. mean value of the 𝑏𝑏𝑏𝑏-th 
parameter of 𝑎𝑎𝑎𝑎-th operational cost component in the 
𝑑𝑑𝑑𝑑-th time interval,  
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𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑— 𝑌𝑌𝑌𝑌 variable value, i.e. time reflected by the upper 
limit of the 𝑑𝑑𝑑𝑑-th time interval 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑,  
𝑥̅𝑥𝑥𝑥 — arithmetic mean 𝑋𝑋𝑋𝑋 variable,  
𝑦𝑦𝑦𝑦� — arithmetic mean of 𝑌𝑌𝑌𝑌 variable,  
𝐷𝐷𝐷𝐷 — number of observations, the same as the 
number of time intervals. 

To verify the significance of the correlation 
coefficient, the hypothesis that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are 
not correlated should be checked, i.e., the null 
hypothesis 𝐻𝐻𝐻𝐻0: 𝜌𝜌𝜌𝜌 = 0, against the alternative 
hypothesis 𝐻𝐻𝐻𝐻1: 𝜌𝜌𝜌𝜌 ≠ 0. Student’s 𝑡𝑡𝑡𝑡-distribution for the 
predetermined 𝛼𝛼𝛼𝛼 significance level and for 𝐷𝐷𝐷𝐷 − 2  
degrees of freedom shows 𝑡𝑡𝑡𝑡∝ critical value, so that 
𝑃𝑃𝑃𝑃{|𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝} =∝. If the comparison of 𝑡𝑡𝑡𝑡 value is 
calculated based on formula (9), i.e.,  

𝑡𝑡𝑡𝑡(∝,𝑒𝑒𝑒𝑒−2) = 𝑟𝑟𝑟𝑟
�1−𝑟𝑟𝑟𝑟2

∙ √𝐷𝐷𝐷𝐷 − 2      (9) 

with 𝑡𝑡𝑡𝑡∝ critical value results in |𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝ inequality, 
then 𝐻𝐻𝐻𝐻0 hypothesis about the absence of correlation 
between the variables has to be rejected. However, 
when |𝑡𝑡𝑡𝑡| < 𝑡𝑡𝑡𝑡∝, there are no grounds to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are uncorrelated.  

In the case when it is unfounded to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, the theoretical distribution functions 
(stage five) have to fit the mean values of the 𝑏𝑏𝑏𝑏-th 
parameters of the 𝑎𝑎𝑎𝑎-th operational cost components 
defined for the 𝑑𝑑𝑑𝑑-th time intervals. For the 
probability distribution fitting of 𝑋𝑋𝑋𝑋 variable, any 
central tendency value should be determined, i.e., the 
expected value, modal value or median as well as the 
lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper quantile 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞�. 𝑞𝑞𝑞𝑞 order 
quantile for 0 < 𝑞𝑞𝑞𝑞 < 1 takes 𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞  number, which 
meets the condition: 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� = ∫ 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝑞𝑞𝑞𝑞𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞
−∞       (10) 

where: 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥) — cumulative distribution function of 𝑋𝑋𝑋𝑋 
random variable, 
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) — probability density function of 𝑋𝑋𝑋𝑋 variable 
probability. 

If there are grounds to reject 𝐻𝐻𝐻𝐻0 hypothesis, the 
trend line (stage 6a) should fit the mean values of the 
𝑏𝑏𝑏𝑏-th parameter defined for the 𝑑𝑑𝑑𝑑-th intervals. Stage 
6b consists in examining the model compliance with 
empirical data using 𝑅𝑅𝑅𝑅2 coefficient of determination 
(Dittman, 2003): 

𝑅𝑅𝑅𝑅2 = ∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�−𝑥̅𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡−𝑥̅𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

              (11) 

where: 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 — cost  parameter value in t period, 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�  — theoretical cost  parameter value in t period, 
𝑥̅𝑥𝑥𝑥 — mean value of cost parameter in z time series. 

𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑— 𝑌𝑌𝑌𝑌 variable value, i.e. time reflected by the upper 
limit of the 𝑑𝑑𝑑𝑑-th time interval 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑,  
𝑥̅𝑥𝑥𝑥 — arithmetic mean 𝑋𝑋𝑋𝑋 variable,  
𝑦𝑦𝑦𝑦� — arithmetic mean of 𝑌𝑌𝑌𝑌 variable,  
𝐷𝐷𝐷𝐷 — number of observations, the same as the 
number of time intervals. 

To verify the significance of the correlation 
coefficient, the hypothesis that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are 
not correlated should be checked, i.e., the null 
hypothesis 𝐻𝐻𝐻𝐻0: 𝜌𝜌𝜌𝜌 = 0, against the alternative 
hypothesis 𝐻𝐻𝐻𝐻1: 𝜌𝜌𝜌𝜌 ≠ 0. Student’s 𝑡𝑡𝑡𝑡-distribution for the 
predetermined 𝛼𝛼𝛼𝛼 significance level and for 𝐷𝐷𝐷𝐷 − 2  
degrees of freedom shows 𝑡𝑡𝑡𝑡∝ critical value, so that 
𝑃𝑃𝑃𝑃{|𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝} =∝. If the comparison of 𝑡𝑡𝑡𝑡 value is 
calculated based on formula (9), i.e.,  

𝑡𝑡𝑡𝑡(∝,𝑒𝑒𝑒𝑒−2) = 𝑟𝑟𝑟𝑟
�1−𝑟𝑟𝑟𝑟2

∙ √𝐷𝐷𝐷𝐷 − 2      (9) 

with 𝑡𝑡𝑡𝑡∝ critical value results in |𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝ inequality, 
then 𝐻𝐻𝐻𝐻0 hypothesis about the absence of correlation 
between the variables has to be rejected. However, 
when |𝑡𝑡𝑡𝑡| < 𝑡𝑡𝑡𝑡∝, there are no grounds to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are uncorrelated.  

In the case when it is unfounded to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, the theoretical distribution functions 
(stage five) have to fit the mean values of the 𝑏𝑏𝑏𝑏-th 
parameters of the 𝑎𝑎𝑎𝑎-th operational cost components 
defined for the 𝑑𝑑𝑑𝑑-th time intervals. For the 
probability distribution fitting of 𝑋𝑋𝑋𝑋 variable, any 
central tendency value should be determined, i.e., the 
expected value, modal value or median as well as the 
lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper quantile 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞�. 𝑞𝑞𝑞𝑞 order 
quantile for 0 < 𝑞𝑞𝑞𝑞 < 1 takes 𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞  number, which 
meets the condition: 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� = ∫ 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝑞𝑞𝑞𝑞𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞
−∞       (10) 

where: 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥) — cumulative distribution function of 𝑋𝑋𝑋𝑋 
random variable, 
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) — probability density function of 𝑋𝑋𝑋𝑋 variable 
probability. 

If there are grounds to reject 𝐻𝐻𝐻𝐻0 hypothesis, the 
trend line (stage 6a) should fit the mean values of the 
𝑏𝑏𝑏𝑏-th parameter defined for the 𝑑𝑑𝑑𝑑-th intervals. Stage 
6b consists in examining the model compliance with 
empirical data using 𝑅𝑅𝑅𝑅2 coefficient of determination 
(Dittman, 2003): 

𝑅𝑅𝑅𝑅2 = ∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�−𝑥̅𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡−𝑥̅𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

              (11) 

where: 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 — cost  parameter value in t period, 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�  — theoretical cost  parameter value in t period, 
𝑥̅𝑥𝑥𝑥 — mean value of cost parameter in z time series. 
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𝑦𝑦𝑦𝑦𝑑𝑑𝑑𝑑— 𝑌𝑌𝑌𝑌 variable value, i.e. time reflected by the upper 
limit of the 𝑑𝑑𝑑𝑑-th time interval 𝑡𝑡𝑡𝑡𝑔𝑔𝑔𝑔𝑑𝑑𝑑𝑑,  
𝑥̅𝑥𝑥𝑥 — arithmetic mean 𝑋𝑋𝑋𝑋 variable,  
𝑦𝑦𝑦𝑦� — arithmetic mean of 𝑌𝑌𝑌𝑌 variable,  
𝐷𝐷𝐷𝐷 — number of observations, the same as the 
number of time intervals. 

To verify the significance of the correlation 
coefficient, the hypothesis that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are 
not correlated should be checked, i.e., the null 
hypothesis 𝐻𝐻𝐻𝐻0: 𝜌𝜌𝜌𝜌 = 0, against the alternative 
hypothesis 𝐻𝐻𝐻𝐻1: 𝜌𝜌𝜌𝜌 ≠ 0. Student’s 𝑡𝑡𝑡𝑡-distribution for the 
predetermined 𝛼𝛼𝛼𝛼 significance level and for 𝐷𝐷𝐷𝐷 − 2  
degrees of freedom shows 𝑡𝑡𝑡𝑡∝ critical value, so that 
𝑃𝑃𝑃𝑃{|𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝} =∝. If the comparison of 𝑡𝑡𝑡𝑡 value is 
calculated based on formula (9), i.e.,  

𝑡𝑡𝑡𝑡(∝,𝑒𝑒𝑒𝑒−2) = 𝑟𝑟𝑟𝑟
�1−𝑟𝑟𝑟𝑟2

∙ √𝐷𝐷𝐷𝐷 − 2      (9) 

with 𝑡𝑡𝑡𝑡∝ critical value results in |𝑡𝑡𝑡𝑡| ≥ 𝑡𝑡𝑡𝑡∝ inequality, 
then 𝐻𝐻𝐻𝐻0 hypothesis about the absence of correlation 
between the variables has to be rejected. However, 
when |𝑡𝑡𝑡𝑡| < 𝑡𝑡𝑡𝑡∝, there are no grounds to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, that 𝑋𝑋𝑋𝑋 and 𝑌𝑌𝑌𝑌 variables are uncorrelated.  

In the case when it is unfounded to reject the 𝐻𝐻𝐻𝐻0 
hypothesis, the theoretical distribution functions 
(stage five) have to fit the mean values of the 𝑏𝑏𝑏𝑏-th 
parameters of the 𝑎𝑎𝑎𝑎-th operational cost components 
defined for the 𝑑𝑑𝑑𝑑-th time intervals. For the 
probability distribution fitting of 𝑋𝑋𝑋𝑋 variable, any 
central tendency value should be determined, i.e., the 
expected value, modal value or median as well as the 
lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper quantile 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞�. 𝑞𝑞𝑞𝑞 order 
quantile for 0 < 𝑞𝑞𝑞𝑞 < 1 takes 𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞  number, which 
meets the condition: 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� = ∫ 𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥)𝑑𝑑𝑑𝑑𝑥𝑥𝑥𝑥 = 𝑞𝑞𝑞𝑞𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞
−∞       (10) 

where: 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥) — cumulative distribution function of 𝑋𝑋𝑋𝑋 
random variable, 
𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥) — probability density function of 𝑋𝑋𝑋𝑋 variable 
probability. 

If there are grounds to reject 𝐻𝐻𝐻𝐻0 hypothesis, the 
trend line (stage 6a) should fit the mean values of the 
𝑏𝑏𝑏𝑏-th parameter defined for the 𝑑𝑑𝑑𝑑-th intervals. Stage 
6b consists in examining the model compliance with 
empirical data using 𝑅𝑅𝑅𝑅2 coefficient of determination 
(Dittman, 2003): 

𝑅𝑅𝑅𝑅2 = ∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�−𝑥̅𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

∑ (𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡−𝑥̅𝑥𝑥𝑥)2𝑛𝑛𝑛𝑛
𝑡𝑡𝑡𝑡=1

              (11) 

where: 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 — cost  parameter value in t period, 
𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡�  — theoretical cost  parameter value in t period, 
𝑥̅𝑥𝑥𝑥 — mean value of cost parameter in z time series. 

To verify the coefficient significance, statistics 𝐹𝐹𝐹𝐹 
should be used (Dittman, 2003): 

𝐹𝐹𝐹𝐹 = 𝑅𝑅𝑅𝑅2

1−𝑅𝑅𝑅𝑅2
∙ 𝐷𝐷𝐷𝐷−𝑜𝑜𝑜𝑜−1

𝑜𝑜𝑜𝑜
                              (12) 

where:  
𝐷𝐷𝐷𝐷 — number of the dependent variable observations 
(the same as the number of classes), 
𝑘𝑘𝑘𝑘 — number of predictor variables in the model 
excluding the variable with the intercept,  
which has Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 =
𝑘𝑘𝑘𝑘 and 𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, whether 
the model is inconsistent with the empirical data, i.e., 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis against the alternative  
𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypothesis. If 𝐹𝐹𝐹𝐹 value is smaller than 𝐹𝐹𝐹𝐹∝ 
from Fisher-Snedecor 𝐹𝐹𝐹𝐹 distribution tables for the 
adopted ∝ significance level and also for 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 
𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, there are no 
grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, which means 
that the coefficient of determination is not 
significantly different from zero — the model fit to 
empirical data is far too weak. In this case, such a 
trend model of the analysed parameter should be 
found, for which 𝐹𝐹𝐹𝐹 statistics can show a correlation 
occurrence between the data (stage 6a). However, if 
the coefficient of determination is statistically 
different from zero, the lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper 
quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� of the 𝑏𝑏𝑏𝑏-th parameter of the 
𝑎𝑎𝑎𝑎-th operational cost component for each ∆𝑡𝑡𝑡𝑡 time 
interval should be determined (stage 6c). Next, in the 
course of stage 6d, the correlation occurrence 
between 𝑌𝑌𝑌𝑌 time and the defined lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and 
upper quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� should be analysed 
using a correlation coefficient estimator. The 
hypothesis can be verified using Student’s 𝑡𝑡𝑡𝑡-
distribution with 𝐷𝐷𝐷𝐷 − 2 degrees of freedom. If there 
are no grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution function has to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6h). For the fitted 
probability distribution of 𝑋𝑋𝑋𝑋𝑞𝑞𝑞𝑞 variable, any central 
tendency value should be defined. However, if there 
are grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution functions have to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6e) and the 
analysis (stage 6f) — using 𝑅𝑅𝑅𝑅2 coefficient of 
determination — of the developed model compliance 
with empirical data has to be conducted. The 
assessment of correlations is performed by testing 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 and 𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypotheses. The 
hypothesis can be verified using statistics which has 
Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 

To verify the coefficient significance, statistics 𝐹𝐹𝐹𝐹 
should be used (Dittman, 2003): 

𝐹𝐹𝐹𝐹 = 𝑅𝑅𝑅𝑅2

1−𝑅𝑅𝑅𝑅2
∙ 𝐷𝐷𝐷𝐷−𝑜𝑜𝑜𝑜−1

𝑜𝑜𝑜𝑜
                              (12) 

where:  
𝐷𝐷𝐷𝐷 — number of the dependent variable observations 
(the same as the number of classes), 
𝑘𝑘𝑘𝑘 — number of predictor variables in the model 
excluding the variable with the intercept,  
which has Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 =
𝑘𝑘𝑘𝑘 and 𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, whether 
the model is inconsistent with the empirical data, i.e., 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis against the alternative  
𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypothesis. If 𝐹𝐹𝐹𝐹 value is smaller than 𝐹𝐹𝐹𝐹∝ 
from Fisher-Snedecor 𝐹𝐹𝐹𝐹 distribution tables for the 
adopted ∝ significance level and also for 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 
𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom, there are no 
grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, which means 
that the coefficient of determination is not 
significantly different from zero — the model fit to 
empirical data is far too weak. In this case, such a 
trend model of the analysed parameter should be 
found, for which 𝐹𝐹𝐹𝐹 statistics can show a correlation 
occurrence between the data (stage 6a). However, if 
the coefficient of determination is statistically 
different from zero, the lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and upper 
quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� of the 𝑏𝑏𝑏𝑏-th parameter of the 
𝑎𝑎𝑎𝑎-th operational cost component for each ∆𝑡𝑡𝑡𝑡 time 
interval should be determined (stage 6c). Next, in the 
course of stage 6d, the correlation occurrence 
between 𝑌𝑌𝑌𝑌 time and the defined lower 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞� and 
upper quantile values 𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞� should be analysed 
using a correlation coefficient estimator. The 
hypothesis can be verified using Student’s 𝑡𝑡𝑡𝑡-
distribution with 𝐷𝐷𝐷𝐷 − 2 degrees of freedom. If there 
are no grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution function has to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6h). For the fitted 
probability distribution of 𝑋𝑋𝑋𝑋𝑞𝑞𝑞𝑞 variable, any central 
tendency value should be defined. However, if there 
are grounds to reject the 𝐻𝐻𝐻𝐻0 hypothesis, the 
theoretical distribution functions have to fit the 
quantile values of the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th 
operational cost component (stage 6e) and the 
analysis (stage 6f) — using 𝑅𝑅𝑅𝑅2 coefficient of 
determination — of the developed model compliance 
with empirical data has to be conducted. The 
assessment of correlations is performed by testing 
𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 and 𝐻𝐻𝐻𝐻1:𝑅𝑅𝑅𝑅2 ≠ 0 hypotheses. The 
hypothesis can be verified using statistics which has 
Fisher–Snedecor 𝐹𝐹𝐹𝐹 distribution with 𝑘𝑘𝑘𝑘1 = 𝑘𝑘𝑘𝑘 and 
𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 

𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡 = 𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡−𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 
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Fig. 2. Schedule of the performed research analysis 

 
 

 
Fig. 3. Structure of costs distribution of a railbus operation adopted for calculations  
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𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 
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𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 

3. Conducting the research 
and results 

3.1. Object and period 

The method for forecasting the costs of a techni-
cal object operation was made for eight single-mode 
railbuses of type X (manufactured by the same pro-
ducer), which are a homogeneous set of objects in 
terms of construction solutions. The railbuses are 
owned by the Lower Silesia Marshal’s Office and 
operated by a regional rail carrier. Because of a signed 
statement regarding data confidentiality, the name of 
the rail carrier could not be disclosed, and the marks 
(inventory numbers) of vehicles had to be changed.

Some analysed railbuses were taken by the ana-
lysed company from another railway company, and 
others were new, bought by the Regional Government 

and rented to the analysed company. The vehicles 
were in possession of the analysed company at differ-
ent times of their life, as illustrated in Fig. 2. 

The period of research analysis encompassed 42 
months of rail carrier performance, from December 
2013 to June 2017. 

The analysis period addressed the events and 
activities recorded from the 1st till the 50th month of 
the railbus exploitation. The exploitation time cov-
ered by the study was not identical for all analysed 
railbuses, i.e., for buses 1, 2 and 3 determining the 
operational cost parameters was possible from the 
9th till the 50th month of exploitation. However, for 
the buses No. 4 and 5, it was possible from the 1st till 
the 19th month of exploitation, whereas for other 
objects from the 1st till the 16th, 13th and 12th 
month, i.e., for buses 6, 7 and 8, respectively.

3.2. Assumptions 

The cost components were estimated, adopting 
the following assumptions:
•	 A railbus crew consists of one conductor and one 

driver;
•	 The central tendency measure is the expected 

value of E(X) parameters;
•	 The adopted horizon of cost forecasting is 50 

months;
•	 The exploitation month is not the same as the 

calendar month;
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𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 

𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡 = 𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡−𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 

•	 When calculating the number of days in the 
month of exploitation, the calendar year was 
considered to have 365 days;

•	 Costs are not discounted;
•	 The structure of operating costs consists of two 

components and seven cost parameters included 
in them (Fig. 3)
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3.3. Application of the method for fore-
casting the operational costs of tech-
nical objects

The statistical data analysis was performed using 
the functions and commands available in Microsoft 
Excel. Weibull++ application was also used, which 
allowed, e.g.:
•	 	developing histograms and cumulative distribu-

tion functions for random variables,
•	 	the verification of hypotheses (carried out using 

Spearman’s rho φ correlation coefficient) in the 

form of distributions of the analysed random 
variables,

•	 	the estimation of the unknown distribution 
characteristics.
For the purposes of the developed method, time 

series for the operational cost parameters were con-
structed by averaging the cost parameter per month 
of railbus exploitation (Fig. 4). In turn, Fig. 5 shows 
the course of the cumulative distribution function in 
the probability distribution grid for the operational 
cost parameters of railbuses.

railbuses, a train driver’s cost of work per 1 kilometre 
of the route, diesel consumption per kilometre of the 
route and the purchase price of a litre of diesel can be 
modelled with a normal distribution — a high value 
of Spearman’s rho 𝜑𝜑𝜑𝜑 correlation coefficient was 
received, ranging from 0.88 to 0.99. In turn, the cost 
of a conductor’s work per kilometre of the route can 
be described by a log-normal distribution (𝜑𝜑𝜑𝜑 = 0.99). 
The expected value as well as 𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥𝑞𝑞𝑞𝑞) lower and 
𝐹𝐹𝐹𝐹(𝑥𝑥𝑥𝑥1−𝑞𝑞𝑞𝑞) upper quantile for 𝑞𝑞𝑞𝑞=0.05 were determined 
for the adjusted probability distributions. 

 
 
 
 
 
 

𝑘𝑘𝑘𝑘2 = 𝐷𝐷𝐷𝐷 − 𝑘𝑘𝑘𝑘 − 1 degrees of freedom. If there are 
grounds to adopt 𝐻𝐻𝐻𝐻0:𝑅𝑅𝑅𝑅2 = 0 null hypothesis, then 
such a trend model of the analysed parameter should 
be defined, for which 𝐹𝐹𝐹𝐹 statistics will determine the 
correlation occurrence between the data (stage 6e). 
In the case when 𝑅𝑅𝑅𝑅2 coefficient of determination is 
statistically different from zero both in stage 6b and 
6f, then in the course of stage 6g, the future value of 
the 𝑏𝑏𝑏𝑏-th parameter of the 𝑎𝑎𝑎𝑎-th cost component is 
determined. This value is obtained by extrapolating 
the trend function, i.e., by substituting time variable 
in the model with 𝑡𝑡𝑡𝑡 moment number or 𝑇𝑇𝑇𝑇 period for 
which the forecast is prepared. 

The seventh stage consists of the estimation of 
cost components. The estimation of cost components 
is based on analytical expressions defined in the 
second part of the article or by the researcher. The 
cost component value estimated for the entire life 
cycle of the 𝑇𝑇𝑇𝑇 technical object, for which at least one 
of the parameters remains time-dependent is equal 
to: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡
𝑇𝑇𝑇𝑇
𝑡𝑡𝑡𝑡=1                        (13) 

Whereas the cost component value for the 
𝑇𝑇𝑇𝑇 entire life cycle of  the technical object, for which 
none of the parameters depends on time should be 
determined based on the following correlation: 

𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎 = 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡=1 ∙ 𝑇𝑇𝑇𝑇     (14) 
Stage eight is focused on summing up the cost 

components included in the operational cost: 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾 = ∑ 𝐾𝐾𝐾𝐾𝑎𝑎𝑎𝑎𝐴𝐴𝐴𝐴

𝑎𝑎𝑎𝑎=1                      (15) 
• Cost components were defined based on the 

following formulas: 
𝐾𝐾𝐾𝐾1 = 𝐾𝐾𝐾𝐾1/2 ∙ [(𝐾𝐾𝐾𝐾12 ∙ 𝐾𝐾𝐾𝐾13) + (𝐾𝐾𝐾𝐾14 ∙ 𝐾𝐾𝐾𝐾15)]          (16) 

𝐾𝐾𝐾𝐾2 = 𝐾𝐾𝐾𝐾1/2 ∙ 𝐾𝐾𝐾𝐾22 ∙ 𝐾𝐾𝐾𝐾23                      (17) 
• The accuracy degree of the operational cost 

forecast was measured using the ex-post relative 
forecast error from the formula (Cieślak, 2005): 

𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡 = 𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡−𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
𝑟𝑟𝑟𝑟𝑛𝑛𝑛𝑛

𝐾𝐾𝐾𝐾𝑈𝑈𝑈𝑈𝑡𝑡𝑡𝑡
∙ 100                          (18) 

where: 
𝛾𝛾𝛾𝛾𝑡𝑡𝑡𝑡— ex-post relative forecast error at the end of the 
∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡 — forecasted operational cost value at the end of 

the ∆𝑡𝑡𝑡𝑡 time interval, 
𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝐾𝑡𝑡𝑡𝑡𝑟𝑟𝑟𝑟𝑧𝑧𝑧𝑧 — actual value of the vehicle operational costs 

in the ∆𝑡𝑡𝑡𝑡 time interval. 
The list of parameters necessary to estimate the 

cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost 
parameters are not time-dependent. The analysis 
indicates that the distributions of daily mileage of 

The relative errors made when measuring opera-
tional costs at the end of the ∆t time interval, i.e., the 
last period, in which the actual costs were recorded, 
are summarised in Table 2. The prognostic value of 
the described method is high, as confirmed by the 
calculated mean value of the relative error module. In 
forecasting the operational costs of railbuses, the 
average error was approx. 2.9%.
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Fig. 4. Data for the time series analysis covering a given operational cost parameter of railbuses: a) daily mileage of railbuses, b) salaries of 
conductors per kilometre of the route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of the route, 
and e) purchase price of a litre of diesel 
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Fig. 4. Data for the time series analysis covering a given operational cost parameter of railbuses: a) daily mileage of railbuses, b) salaries 
of conductors per kilometre of the route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of 
the route, and e) purchase price of a litre of diesel
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Fig. 5. Distribution of operational cost parameters for test objects: a) daily mileage of railbuses, b) salaries of conductors per kilometre of the 
route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of the route, and e) purchase price of a litre 
of diesel 
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Fig. 5. Distribution of operational cost parameters for test objects: a) daily mileage of railbuses, b) salaries of conductors per kilometre 
of the route, c) salaries of train drivers per kilometre of the route, d) diesel consumption per kilometre of the route, and e) purchase 
price of a litre of diesel

The list of parameters necessary to estimate the 
cost components described by formulas (16) and (17) 
is presented in Table 1. The analysis of the collected 
information shows that the operational cost parame-
ters are not time-dependent. The analysis indicates 
that the distributions of daily mileage of railbuses, a 
train driver’s cost of work per 1 kilometre of the route, 
diesel consumption per kilometre of the route and 
the purchase price of a litre of diesel can be modelled 
with a normal distribution — a high value of Spear-
man’s rho φ correlation coefficient was received, 
ranging from 0.88 to 0.99. In turn, the cost of a con-
ductor’s work per kilometre of the route can be 

described by a log-normal distribution (φ = 0.99). 
The expected value as well as F(xq) lower and  
F(x1-q) upper quantile for q=0.05 were determined for 
the adjusted probability distributions.

The relative errors made when measuring opera-
tional costs at the end of the ∆t time interval, i.e., the 
last period, in which the actual costs were recorded, 
are summarised in Table 2. The prognostic value of 
the described method is high, as confirmed by the 
calculated mean value of the relative error module. In 
forecasting the operational costs of railbuses, the 
average error was approx. 2.9%.
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Tab. 1. Parameters of the operational cost components for time intervals presented as the months of vehicle exploitation 

 
PARAMETERS OF THE OPERATIONAL COST COMPONENTS 

𝑲𝑲𝑲𝑲𝟏𝟏𝟏𝟏/𝟐𝟐𝟐𝟐 𝑲𝑲𝑲𝑲𝟏𝟏𝟏𝟏𝟐𝟐𝟐𝟐 𝑲𝑲𝑲𝑲𝟏𝟏𝟏𝟏𝟏𝟏𝟏𝟏 𝑲𝑲𝑲𝑲𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 𝑲𝑲𝑲𝑲𝟐𝟐𝟐𝟐𝟐𝟐𝟐𝟐 

STAGE 4 

Correlation coefficient (𝑟𝑟𝑟𝑟) -0.22 -0.07 0.06 0.18 -0.25 

For ∝= 0,05 
𝑡𝑡𝑡𝑡=-1.59 
𝑝𝑝𝑝𝑝 =0.12 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =-0.51 
𝑝𝑝𝑝𝑝 =0.61 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =0.45 
𝑝𝑝𝑝𝑝 =0.65 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =1.27 
𝑝𝑝𝑝𝑝 =0.21 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =-1.78 
𝑝𝑝𝑝𝑝 =0.08 
𝑝𝑝𝑝𝑝 >∝ 

Accepted hypothesis 𝐻𝐻𝐻𝐻0:𝜌𝜌𝜌𝜌 = 0 0:0 =ρH  0:0 =ρH  0:0 =ρH  0:0 =ρH  

STAGE 5 

Type of probability 
distribution 

Normal Log-normal Normal Normal Normal 

Distribution matching (𝜑𝜑𝜑𝜑) 0.97 0.99 0.99 0.99 0.88 
𝐸𝐸𝐸𝐸(𝑋𝑋𝑋𝑋) 367.85 1.23 2.07  4.75 0.58  

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,95� 480.95 1.46 2.41 5.60 0.69 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,05� 254.76 0.02 1.72 3.91 0.47  
 

Tab. 2. Relative errors in measuring operational costs of railbuses 

RAILBUS NUMBER LAST MONTH OF  THE RAILBUS 
EXPLOITATION T 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕

𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕 𝜸𝜸𝜸𝜸𝒕𝒕𝒕𝒕 MEAN RELATIVE ERROR 

1 50 3379357 3340998 -1.1% 

2.9% 

2 50 3156515 3340998 5.5% 

3 50 3416362 3340998 -2.3% 

4 19 1226472 1269579 3.4% 

5 19 1276996 1269579 -0.58% 

6 16 1140901 1069119 -6.7% 

7 13 873708 868659 -0.58% 

8 12 825694 801839 -3.0% 

 

 

 
Fig. 6. Cumulative operational costs of railbuses in the analysed period presented as the months of exploitation 
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For ∝= 0,05 
𝑡𝑡𝑡𝑡=-1.59 
𝑝𝑝𝑝𝑝 =0.12 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =-0.51 
𝑝𝑝𝑝𝑝 =0.61 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =0.45 
𝑝𝑝𝑝𝑝 =0.65 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =1.27 
𝑝𝑝𝑝𝑝 =0.21 
𝑝𝑝𝑝𝑝 >∝ 

𝑡𝑡𝑡𝑡 =-1.78 
𝑝𝑝𝑝𝑝 =0.08 
𝑝𝑝𝑝𝑝 >∝ 

Accepted hypothesis 𝐻𝐻𝐻𝐻0:𝜌𝜌𝜌𝜌 = 0 0:0 =ρH  0:0 =ρH  0:0 =ρH  0:0 =ρH  

STAGE 5 

Type of probability 
distribution 

Normal Log-normal Normal Normal Normal 

Distribution matching (𝜑𝜑𝜑𝜑) 0.97 0.99 0.99 0.99 0.88 
𝐸𝐸𝐸𝐸(𝑋𝑋𝑋𝑋) 367.85 1.23 2.07  4.75 0.58  

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,95� 480.95 1.46 2.41 5.60 0.69 

𝐹𝐹𝐹𝐹�𝑥𝑥𝑥𝑥0,05� 254.76 0.02 1.72 3.91 0.47  
 

Tab. 2. Relative errors in measuring operational costs of railbuses 

RAILBUS NUMBER LAST MONTH OF  THE RAILBUS 
EXPLOITATION T 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕

𝒓𝒓𝒓𝒓𝒓𝒓𝒓𝒓 𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝑲𝒕𝒕𝒕𝒕 𝜸𝜸𝜸𝜸𝒕𝒕𝒕𝒕 MEAN RELATIVE ERROR 

1 50 3379357 3340998 -1.1% 

2.9% 

2 50 3156515 3340998 5.5% 

3 50 3416362 3340998 -2.3% 

4 19 1226472 1269579 3.4% 

5 19 1276996 1269579 -0.58% 

6 16 1140901 1069119 -6.7% 

7 13 873708 868659 -0.58% 

8 12 825694 801839 -3.0% 
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Conclusions 

The article discusses the method aimed at fore-
casting operational costs of technical objects. The 
presented method allows estimating operational costs 
in the adopted life-cycle of a technical object. The 
estimation of costs within three variants, i.e., the 
expected variant (e.g., modal), the optimistic variant 
and the pessimistic variant, allows determining the 
cost range of a technical object operation. It is a uni-
versal method, as it can be used for any technical 
object (provided that the historical data related to the 
operation of identical objects or homogeneous 
objects, in terms of their structural solutions, were 
collected). In addition, this method allows capturing 
the variability of maintenance costs over time, arising 
from the gradual changes in object parameters, 
resulting from technical wear, by examining the cor-
relations of technical parameters such as, e.g., diesel 
consumption. It should be noted that in the presented 
method, the level of costs depends on, e.g.:
•	 the number of components adopted for analysis 

and the cost parameters identified within them;
•	 the adopted exploitation time unit;
•	 the adopted central tendency measure and the 

confidence interval in the calculations of quantile 
values.
The analysis of the compliance between fore-

casted operational costs and the actual costs showed  
a high correlation, as evidenced by the level of esti-
mated relative errors. Therefore, the method, which 
was approached as the possibility of its application to 
estimate operational costs during future periods, has 
a relatively high prognostic value.

The presented method can also become the basis 
for estimating total operational costs, which remain 
an important cost component, considered when 
assessing the profitability of purchasing one of several 
competing technical objects offered by the industry. 
Thus, the modification of the presented method and 
its implementation constitute the next stage of the 
author’s research covering the LCC analysis.
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